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1. Abstract

This guide is specifically intended to help users install MeshCentral from start to finish. Once

nst al

ed, you can take

MeshCentral for your specific use. In this document, we will look at installing MeshCentral on AWS
Linux, Raspberry Pi and Ubuntu.

2. Amazon Linux 2

In this section, we will look at installing MeshCentral on Amazon AWS wi t h
This is a low cost instance and a free tier is available so you can experiment or run a small
instance of MeshCentral and it will work perfectly fine.

2.1 Getting the AWS instance setup

On AWS EC2, you can launch an instance and select A Ama z on 20linn uxhi s

option available.

EC2 Management Console

[ )

© @

Services v  Resource Groups

1. Choose AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage 5. Add Tags 6. Configure Security Group 7. Review

Step 1: Choose an Amazon Machine Image (AMI) Ganeel and Exit

An AMI is a template that contains the software configuration (operating system, application server, and applications) required to launch your instance
You can select an AMI provided by AWS, our user community, or the AWS Marketplace; or you can select one of your own AMIs.

Quick start 110 35 of 35 AMIs
My AMIS. Amazon Linux 2 AMI (HVM), SSD Volume Type - ami-a9d09ed1

Amazon Linux  Amazon Linux 2 comes with five years support It provides Linux kemel 4 14
AWS Marketplace 64-bit

Free fier eligible

tuned for optimal performance on Amazon EC2, systemd 219, GCC 7.3, Glibc
2.26, Binutils 2.29.1, and the latest software packages through exiras

Community AMIs

Root device type: ebs  Virtualization type: hvm  ENA Enabled; Yes

LIFree tier only (i Amazon Linux AMI 2018.03.0 (HVM), SSD Volume Type -
ami-02d99772

Amazon Linux
B4-bit

Free tier eligible

The Amazon Linux AMI is an EBS-backed, AWS-supported image. The default
image includes AWS command line tools, Python, Ruby, Perl, and Java The
repositories include Docker, PHP, MySQL, PostgreSQL, and other packages.

Root device type: ebs  Virtualization type: hvm  ENA Enabled: Yes

[ Red Hat Enterprise Linux 7.5 (HVM), SSD Volume Type -
ami-28e07e50

Red Hat
B4-bit

Free tier eligible:

Red Hat Enterprise Linux version 7.5 (HVM), EBS General Purpose (SSD)
Volume Type

@ Feedback (@ English (US)

Privacy Policy

Terms of Use

fAmazon

case

When launching a new instance, you are asked to use or create a security group with the allowed
inbound TCP and UDP ports. The security group should look like this:

Type

Protocol

Port Range

Description

SSH

TCP

22

SSH

HTTP

TCP

80

HTTP

HTTPS

TCP

443

HTTPS

Custom TCP Rule

TCP

4433

Intel AMT CIRA

Custom TCP Rule

TCP

8080

Swarm Server*

Li
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Al'l security group rules shoul dThhlastraleferpost8080dic e of 1A 0. (
only needed if migrating from a MeshCentrall server,
added.

If you are not going to be managing Intel AMT computers, you can remove port 4433. One can also

remove port 80, howev e Enciyptéerificatecanddusefll totraute gsers from L et 6 s

the HTTP to the HTTPS web page.

For all the following sectionssemwe hemameattihatYwe @an

cd ~

This will change the current path to the home folder.

2.2 Installing NodeJS

To get started, launch an instance and start a SSH session to it. You can

use SSH on Linux or Putty on Windows to login to the AWS instance. ‘ c

\ Q
The first thing to do is get NodeJS installed on the instance. We will be ©
installing a long term support (TLS) version of NodeJS. Additional S

information on how to do this can be found here. We first install the node
version manager thenactv at e it and install the NodeJdJS TLS. 11t6s

curl -o- https://raw.githubusercontent.com/creationix/nvm/v0.33.8/install.sh | bash
. ~/.nvm/nvm.sh
nvm install - lts

We can test what version of NodeJS is installed using:

node -v

2.3 Installing MongoDB

I f we are going to run a argea 6s best t

as the database. If you are using a small instance, you can skip [’
installing MongoDB and MeshCentral will use NeDB instead \ mongo
which is a light weight database that is probably great for

managing less than 100 computers.

If you want to use MongoDB, we can install MongoDB Community Edition. More information on
how to do this can be found here.

Using Ananoo /etayamrepos.dimoregodb-ord-4e0.refpoo :
sudo nano /etc/yum.repos.d/mongodb - org - 4.0.repo

Then, put this in it:
[mongodb - org - 4.0]

name=MongoDB Repository
baseurl=https://repo.mongodb.org/yum/amazon/2/mongodb - 0rg/4.0/x86_64/


https://docs.aws.amazon.com/sdk-for-javascript/v2/developer-guide/setting-up-node-on-ec2-instance.html
https://docs.mongodb.com/manual/tutorial/install-mongodb-on-amazon/

gpgcheck=1
enabled=1
gpgkey=https://www.mongodb.org/static/pgp/server -4.0.asc

This file will setup the repository that we will be using to bet MongoDB. Once done, you can install
the package using yum and get it started like this:

sudo yum install -y mongodb- org
sudo service mongod start

To verify that MongoDB is running, you can enter the MongoDB shell like this:

mongo -- host 127.0.0.1:27017

You can leave the shell using Ctrl-C. The database and log files will be create at these locations:

Ivar/lo  g/mongodb
Ivar/lib/mongo

This is useful to know if you want to make a backup of the database file.

2.4 Port permissions

On Linux, ports bel ow 10 2¢er. Ehis s aseeustyefeature.dn ofircase t he fAr oot
MeshCentral will need to listen to ports 80 and 443. To allow this, we need to allow node to listen
to ports below 1024 like this:

whereis node
node: /home/ec2 - user/.nvm/versions/node/v8.11.3/bin/node

sudo setcap cap_net_bind_service=+ep /home/ec2 - user/.nvm/versions/node/v8.11.3/bin/node

We first | ocate the node binary, using Awhereis node
permissions to node. Note that we take the path given by whereis and place it in the setcap
command.

2.5 Installing MeshCentral
I 't 6s al moirstall Mesh@eatraltbuat first, we need to know the public name of our AWS
instance, you can run the following command:
curl http://169.254.169.254/latest/meta - data/public - hostname
It will return the public name of the AWS instance, for example:

ec2-1-2-3-4.us -west - 2.c ompute.amazonaws.com

You can use this name, or if you have another registered DNS name pointing to the server instance,
you can also use that now. Note that you must setup any alternative name on your own,
MeshCentral will not do this for you. This name must be correct and must resolve to this AWS
instance as all mesh agents will use this name to connect back to this server.

Now, we can use the node package manager (NPM) to install MeshCentral.

npm install meshcentral



After that, we can run MeshCentral for the first time. We want to run in WAN-only mode since we
will not be managing any computers on the same local network at this server. We also want to
create a server with a certificate name that is the same at the AWS instance name. So, we will use

f-wanonl|l y-@eand [fname] 0 arguments to get the server

node ./node_modules/meshcentral -- wanonly -- certec2 -1-2-3-4.us -west-2.compute.amazonaws.com

At this point, the server will create its certificates and start running.

MeshCentral HTTP redirection web server running on port 80.
Generating certificates, may take a few minutes...

Generating root certificate...

Generating HTTPS certificate...

Generating MeshAgent certificate...

Generating Intel AMT MPS certificate...

Genera ting Intel AMT console certificate...

MeshCentral Intel(R) AMT server running on ec2 -54-245-141-130.us - west - 2.compute.amazonaws.com:4433.
MeshCentral HTTPS web server running on ec2 -54-245-141-130.us - west - 2.compute.amazonaws.com:443.
Server has no users, n ext new account will be site administrator.

You can now open a browser to the name of the server, for example:
https://ec2 - 1- 2- 3- 4.us - west - 2.compute.amazonaws.com

You will see the server working as expected. You will get a certificate error since the server is used

an untrusted certificate for now. Just ignore

this.

- Ef MeshCentral - Login x - -

<« < @ @ & https://ec2- us-west - O % Search rin® @ =

MeshCentral ™’
Welcome

Connect to your hame or office devices from anywhere in the world using MeshCentral, the remote monitoring and management web site. You will need to
dovmload and install a special management agent on your computers. Once installed, each mesh enabled computer will show up in the “My Devices® section of
this web site and you will be able to monitor them, power them on and off and take control of them.

(‘

Log In

’ Don't have an account? Create one.

Root Certificate Terms & Privacy

At this point, the server is usable but, there are two things that may still need to be done. First, if
we opted to use MongoDB, we have to configure MeshCentral to use a MongoDB database. By
default, NeDB will be used which should only be used for small deployments managing less than
100 computers. We also need to automatically start the server when the AWS instance starts.

To continue, stop the MeshCentral server with CTRL-C.

t

he

st a



2.6 Configuring for MongoDB

By default, MeshCentral uses NeDB with a database file located in ~/meshcentral-
dat a/ meshcentral.db. This is great for small servers,
use of it. We need to edit the config.json file located in the meshcentral-data folder.

nano ~/meshcentral - data/config.json

Then, make the start of the file look like this:

{
"settings": {
"MongoDb": "mongodb://127.0.0.1:27017/meshcentral”,
"MongoDbCol": "meshcentral”,
"WANonly": true,
" _Port": 443,
" RedirPort": 80,
"_AllowLoginToken": true,
" AllowFraming": true,
" WebRTC": false,
" ClickOnce": false,
" UserAllowedIP" : "127.0.0.1,::1,192.168.0.100"

I f you start with the default config.json created by
characters in front of settings, mongodb, mongodbcol and wanonly. You can al so add a @ _0o
values.

You can then same the same and run MeshCentral again. This time, you donodt
certificate name or --wanonly. You just need to run it like this:

node ./node_modules/meshcentral

The server should now run correctly and use MongoDB. You can even delete the file

~/meshcentral-data/meshce nt r al . db as it o6s not Ygucamcheckittmtitbe wused a
runs correctly by browsing to the servero6s address &
account t hat is created wild.l be administrfast or for t

account right away.

Once you are done, we can stop the server again using CTRL-C and in the next sections, we will
look at starting the server in the background.

2.7 Manually starting the server

We can manually start and stop the MeshCentral server in the background in different ways. In this
section, we are going to create two commands fimcstar
this to create the two commands:

echo "node ./node_modules/meshcentr al > stdout.txt 2> stderr.txt & " > mcstart
chmod 755 mcstart

echo " pkill 1 f meshcentral " >mcstop



chmod 755 mcstop

You can now run the #fA./mcstarto command to | aunch the
t he @A. / mc st Dhis shouldavorls grettypweli, lut if the AWS instance is ever stopped and
started again, the server will not automatically launch.

2.8 Automatically starting the server

Since Amazon Linux 2 supports systemd, we are going to use that to auto-start MeshCentral in the
background. First, we need to know-o@ari mwoumnuskaomea mfeo la
we get for example:

drwxr -xr -x 2  default default 4096 Jul 20 00:03 Desktop
drwxr - xr - x 2 default default 4096 Jul 20 00:03 Documents

drwxr - Xr - X 2 default default 4096 Jul 20 00:03 Downloads
é

Note the username and group name, in this example ito
to create the system service description file. To create this file type:

sudo pico /etc/systemd/system/m eshcentral.service

Then enter the following lines:

[Unit]

Description=MeshC entral Server

[Service]

Type=simple

ExecStart=/usr/bin/node /home/ default /node_modules/meshcentral

WorkingDirectory=/home/ default

User= default

Group= default

Restart=always

# Restart service after 10 seconds if node service crashes
RestartSec=10

[Install]
WantedBy=multi - user.target

Note that the user and group values have to be set correctly for your specific situation. Also, the
ExecStart and WorkingDirectory lines includest he path t o the userds home f ol
the username in it. Make sure that is set correctly.

Once this is done, you can now start, enable, stop and disable using the following commands:

sudo systemctl start meshcentral.service

sudo systemctl en able meshcentral.service
sudo systemctl stop meshcentral.service

sudo systemctl disable meshcentral.service

Type in the first two commands to start and enable the service. Enabling the service will make it
automatically start when the computer restarts.



Once the server is launched, you can access it using a web browser as before. From this point
on, refer to the MeshCentral User6s Guide for infor me
MeshCentral.

3. Raspberry Pi

In this section, we will look at instalingMe s hCentral on the famous Raspberry
low price makes it a perfect always-on system for managing computers on a home or small

business network. This installation will work on any version of the Raspberry Pi, but version 3

certainly much faster.

For this installation, we are going to use the Raspbian operating system. You can use the
NOOBS version to install this operating system on your Raspberry Pi. For this installation, we are
not going to be installing MongoDB, instead we are just going to be using NeBD as a database
that comes by default with MeshCentral.

3.1 Installing NodeJS

Start by opening a terminal. For all of the installat
and we are in the home ( ~stalifigiNbdeéJsSr . Letds get started
sudo apt - get update
sudo apt -getdist - upgrade
curl - sL https://deb.nodesource.com/setup_8.x | sudo -Ebash 1
sudo apt - get install -y nodejs
We can now check what version of Node was installed by typing:
node -v
If all goes well, we can now move on to port permissions and installing MeshCentral itself.
3.2 Port permissions
On Linux, ports below 1024 are reserved for the fAroot

MeshCentral will need to listen to ports 80 and 443. To allow this, we need to allow node to listen
to ports below 1024 like this:



whereis node
node: /usr/bin/node Jusr/include/node /usr/share/man/manl/node.l.gz

sudo setcap cap_net_bin d_service=tep  /usr/ bin/node

We first |l ocate the nodewki ndreyn, usei ndhefiitenr €iap On @ den
permissions to node. Note that we take the path given by whereis and place it in the setcap
command.

3.3 Installing MeshCentral

Now, we can use the Node Package Manager (NPM) to install MeshCentral.

npm install meshce ntral

After that, we can run MeshCentral for the first time. We want to run in WAN-only mode since we
will not be managing any computers on the same local network at this server. We also want to
create a server with a certificate name that is the same at the AWS instance name. So, we will use
ft-wanon!| y«eand [fmame] 0 arguments to get the server sta

node node_modules/meshcentral -- lan only -- fastcert

At this point, the server will create its certificates and start running.

MeshCentral HTTP redirection web server running on port 80.
Generating certificates, may take a few minutes...

Generating root certificate...

Generating HTTPS certificate...

Generating MeshAgent certificate...

Generating Intel AMT MPS certificate...

Generating Intel AMT console certificate...

Server name not configured, running in LAN - only mode.
MeshCentral HTTPS web server running on port  443.
Server has no users, next new account will be site administrator.

The next step is to get the IP addressoft he Raspberry Pi. Use fAipconfigod:

eth0: flags=4163<UP,BROADCAST,RUNNING,MULTICAST> mtu 1500
inet 192.168.2.162 netmask 255.255.255.0 broadcast 192.168.2.255
inet6 fe80::8841:34b7:685:14a7 prefixlen 64 scopeid 0x20<link>
ether b8:27:eb:01:13:3f txqueuelen 1000 (Ethernet)
RX packets 58325 bytes 72302196 (68.9 MiB)
RX errors 0 dropped 271 overruns O frame O
TX packets 28457 bytes 3576126 (3.4 MiB)
TX errors 0 dropped O overruns O carrier 0 collisions 0

You can now open a browser to the name of the server, for example:

https://192.168.2.162

You will see the server working as expected. You will get a certificate error since the server is used
anuntrusted certificate for now. Just ignore the erro
this.


https://192.168.2.162/

< ¢ @

MeshCentral "

Welcome

@ § hiips//192.1682.162 - D

Search Lo

Connect to your home or office devices from anywhere in the world using MeshCentral, the remote monitoring and management web site. You will need to
download and install a special management agent on your computers. Once installed, each mesh enabled computer will show up in the "My Devices” section of
this web site and you will be able to monitor them, power them on and off and take control of them.

Log In
Don't have an account? Create one.

Root Certificate Terms & Privacy

9 9@D =

3.4 Configuring for LAN-only mode

By default, MeshCentral will assume that you are managing devices both on a local network and
on the internet. In the case of this Raspberry Pi installation, we only want to manage device on the
local network and so, we can configure MeshCentral to do this. It will adapt the server for this

usages. To do this, edit the config.json file:

pico ~/meshcentral -data/c onfig.json

Then, make the start of the file look like this:

"settings": {
"LANonly": true,
"F astC ert ":true,
" _Port": 443,
" RedirPort": 80,
"_AllowLoginToken": true,
"_AllowFraming": true,
" WebRTC": false,
" ClickOnce": false,

" UserAllowedIP" : "127.0.0.1,::1,192.168.0.100"

Whil e we are at it we

can

put

AfFastCerto

to

of RSA3072. This is less secure but runs much faster on small processors like the Raspberry Pi.

This is the

S a rastcextsin teeprocsiedtion.i n g

fi

true

S

o



3.5 Manually starting the server

We can manually start and stop the MeshCentral server in the background in different ways. In this
section, we are going to createt wo commands fmcstartdo and fimcstopo to
this to create the two commands:

echo "node ./node_modules/meshcentr al > stdout.txt 2> stderr.txt & " > mcstart
chmod 755 mcstart

echo " pkill - f meshcentral " >mcstop
chmod 755 mcstop

Youcan now run the A./mcstarto command to | aunch the s
the A./mcstopd to stop it. This should work pretty we
started again, the server will not automatically launch.

3.6 Automatically starting the server

Since Raspbian OS supports systemd, we are going to use that to auto-start MeshCentral in the
background. First, we need to know -loa@rihonvedaders er name a

we

drwxr -xr-x 2  pipi 4096 Jul 19 21:23 Desktop
drwxr - xr -x 2 pipi 4096 Jun 26 18:23 Documents
drwxr - xr -x 2 pipi 4096 Jun 26 18:23 Downloads

é

Note the username and group® rame , boitrh.t Wes neexamp lha si ti
create the system service description file. To create this file type:

sudo nano /etc/systemd/system/meshcentral.service

Then enter the following lines:

[Unit]
Description=MeshC entral Server

[Service]

Type=simple

ExecStart=/usr/bin/node /home/ pi /node_modules/meshcentral
WorkingDirectory=/home/ pi

User= pi

Group= pi

Restart=always

# Restart service after 10 seconds if node service crashes
RestartSec=10

[Install]
WantedBy=multi - user.target

Note that the user and group values have to be set correctly for your specific situation. Also, the

ExecStart and WorkingDirectory |ines includes the pa
the username in it. Make sure that is set correctly.

10



Once this is done, you can now start, enable, stop and disable using the following commands:

sudo systemctl start meshcentral.service
sudo systemctl enable meshcentral.service
sudo systemctl stop meshcentral.service
sudo systemctl disable meshcentral.service

Type in the first two commands to start and enable the service. Enabling the service will make it
automatically start when the computer restarts.

Once the server is launched, you can access it using a web browser as before. From this point

on, refer to the MeshCentral Userb6s Guide for
MeshCentral.

4. Ubuntu 18.04

In this section, we will look at installing MeshCentral on Ubuntu 18.04 LTS.
This is a long term support of Ubuntu freely available for download at
https://www.ubuntu.com. Both the desktop and server versions of Ubuntu
will work. If this is a remote server and the desktop will not be used, the
server version of Ubuntu can be used. This section will describe a way to
install MeshCentr al in a usero6s hom ,
waytodoit |, tnereased Security Installationd at t he end of

4.1 Installing NodeJS

The first thing to do is get NodeJS installed on the computer. We first install the node version

manager then activate it and i nomnahds: the NodeldS TLS.
sudo apt update
sudo apt install 1y nodejs
sudo apt install Ty npm

We can test what version of Node and NPM are installed using:

node iv
npm -v

4.2 Installing MongoDB

(@)
(7]

I f we are going to run a arge

as the database. If you are using a small instance, you can skip

installing MongoDB and MeshCentral will use NeDB instead mongo
which is a light weight database that is probably great for

managing less than 100 computers.

If you want to use MongoDB, we can install MongoDB Community Edition. More information on
how to do this for Ubuntu can be found here.

You can install the package using apt and get it started like this:

11

nf or me

best

however
section.

t


https://www.ubuntu.com/
https://www.digitalocean.com/community/tutorials/how-to-install-mongodb-on-ubuntu-18-04

sudo apt install 1y mongodb

Then start the Mongodb service in the background and enable it for auto-restart.

sudo systemctl start mongodb
sudo systemctl enable mongodb

To verify that MongoDB is running, you can enter the MongoDB shell like this:
mongo -- host 127.0.0.1:27017
You can leave the shell using Ctrl-C. The database and log files will be create at these locations:

/var/log/mongodb
Ivar/lib/mongo

This is useful to know if you want to make a backup of the database file.

4.3 Port permissions

On Linux, ports below 1024 are reserved for the fAroot
MeshCentral will need to listen to ports 80 and 443. To allow this, we need to allow node to listen
to ports below 1024 like this:

sudo setcap cap_net_bind_service=+ep / usr /bin/node

4.4 Installing MeshCentral

Now, we can use the node package manager (NPM) to install MeshCentral.

npm install meshcentral

After that, we can run MeshCentral for the first time. For example:

node ./node_modules/meshce ntral

If the computer has a well-known DNS name that users and agents will use to connect to this
server, run MeshCentral like this:

node ./node_modules/meshcentral i cert example.servername.com

At this point, the server will create its certificates and start running.

MeshCentral HTTP redirection web server running on port 80.
Generating certificates, may take a few minutes...

Generating root certificate...

Generating HTTPS certificate...

Generating MeshAgent certificate...

Generating Intel AMT MPS certificate...

Generating Intel AMT console certificate...

MeshCentral Intel(R) AMT server running on ec2 -54-245-141-130.us - west - 2.compute.amazonaws.com:4433.
MeshCentral HTTPS web server running on ec2 -54-245-141-130.us - west - 2.compute.amazonaws.com:443.

Server has no users, next new account will be site administrator.
You can now open a browser, for example:

http :// localhost

12



You will see the server working as expected. You will get a certificate error since the server is used
an untrusted certificatefor now. Just ignore the error and
this.

At this point, the server is usable but, there are two things that may still need to be done. First, if
we opted to use MongoDB, we have to configure MeshCentral to use a MongoDB database. By
default, NeDB will be used which should only be used for small deployments managing less than
100 computers. We also need to automatically start the server when the computer starts.

To continue, stop the MeshCentral server with CTRL-C.

4.5 Configuring for MongoDB

By default, MeshCentral uses NeDB with a database file located in ~/meshcentral-
data/ meshcentral.db. This is great for smal/l
use of it. We need to edit the config.json file located in the meshcentral-data folder.

nano ~/meshcentral - data/config.json
Then, make the start of the file look like this:

{
"settings": {
"MongoDb": "mongodb://127.0.0.1:27017/meshcentral”,
"MongoDbCol": "meshcentral”,
"WANonly": true,
" _Port": 443,
" RedirPort": 80,
"_AllowLoginToken": true,

13
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"_Allow Framing": true,

" WebRTC": false,

" ClickOnce": false,

"_UserAllowedIP" : "127.0.0.1,::1,192.168.0.100"

/}'

é

}
I f you start with the default config.json created by
characters in front of settings, mongodb, mongodbcol and wanonly. You c
values.
You can then same the same and run MeshCentral again.

certificate name or --wanonly. You just need to run it like this:

node ./node_modules/meshcentral

The server should now run correctly and use MongoDB. You can even delete the file

~/meshcentral-d at a/ meshcentral.db as itbés not going to be u
runs correctly by br ows igaigand aeatingheenewsaeaqoune Thé first addr es s ¢
account t hat is created wild.l be administrator for t

account right away.

Once you are done, we can stop the server again using CTRL-C and in the next sections, we will
look at starting the server in the background.

4.6 Manually starting the server

We can manually start and stop the MeshCentral server in the background in different ways. In this
section, we are going to create two ceofthsaTyskes fmcst ar
this to create the two commands:

echo "node ./node_modules/meshcentr al > stdout.txt 2> stderr.txt & " > mcstart
chmod 755 mcstart

echo " pkill i f meshcentral " > mcstop
chmod 755 mcstop

You can now run the A./ mcsetverinthébackgroumdanddtoptitasing aunch t he
the A./ mcstopd to stop it. This should work pretty we
started again, the server will not automatically launch.

4.7 Automatically starting the server

Since Ubuntu 18.04 supports systemd, we are going to use that to auto-start MeshCentral in the
background. First, we need to know-odri mwaumushkoma mfeo la
we get for example:

drwxr -xr -x 2  default default 4096 Jul 20 00:03 Desktop
drwxr - xr - x 2 default default 4096 Jul 20 00:03 Documents

drwxr - xr - x 2 default default 4096 Jul 20 00:03 Downloads

é
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Note the username and group name, in this example it
to create the system service description file. To create this file type:

sudo pico /etc/systemd/system/meshcentral.service

Then enter the following lines:

[Unit]

Description=MeshC entral Server

[Service]

Type=simple

ExecStart=/usr/bin/node /home/ default /node_modules/meshcentral

WorkingDirectory=/home/ default

User= default

Group= default

Restart=always

# Restart service after 10 seconds if node service crashes
RestartSec=10

[Install]
WantedBy=multi - user.target

Note that the user and group values have to be set correctly for your specific situation. Also, the
ExecStart and WorkingDirectory linesi ncl udes the path to the userds hom
the username in it. Make sure that is set correctly.

Once this is done, you can now start, enable, stop and disable using the following commands:

sudo systemctl start meshcentral.service
sudo systemctl enable meshcentral.service
sudo systemctl stop meshcentral.service
sudo systemctl disable meshcentral.service

Type in the first two commands to start and enable the service. Enabling the service will make it
automatically start when the computer restarts.

Once the server is launched, you can access it using a web browser as before. From this point

on, refer to the MeshCentr ahowtbsmmfig@resandligei de f or i nf or me
MeshCentral.

4.8 Increased Security Installation

On Debian based Linux distributions like Ubuntu, a better and more secure way to install
MeshCentral is to have it run within a user account this restricted privileges. Instead of installing

MeshCentr al is a userb6s home folder, we install [ N I
meshcentral user that does not have rights to login or change any of the MeshCentral files. To do
this, start by creating a new user called fAmeshcentre

userad d -r - s/sbhin/nologin meshcentral

We can then create the installation folder, install and change permissions of the files so that the
Ameshcentral 06 aalyaccesstthefjes.t s r ead
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mkdir /opt/meshcentral

cd /opt/meshcentral

sudo npm install meshcentral

chown - R meshcentral:meshcentral /opt/meshcentral

To make this work, you will make to make MeshCentral work with MongoDB because the
/meshcentral-data folder will be read-only. In addition, MeshCentral will not be able to update
itself since the account does not have write access to the /node_modules files, so the update will
have to be manual. First used systemctl to stop the MeshCentral server process, than use this:

cd /opt/meshcentral
sudo npm install
chown - R meshcentral:meshcentral /opt/ meshcentral

This will perform the update to the latest server on NPM and re-set the permissions so that the

meshcentral user account has read-only access again. You can then use systemctl to make the
server run again.

5. Microsoft Azure

In this section, we will look installing MeshCentral on Microsoft Azure. Microsoft Azure offers
many operating system options and we wil/ be
Azure portal, we select AVirtual machinesodo on

A Compute - Microsoft Azure

C @ @ @ hitps//portalazure.com/#blade/Microsoft_Azure_Marketplace/GalleryFeature

Create a resource n ¥ Compute

All services Y Fiter

* FAVORITES
0

| pashboard
Recommended

All resources

W Resource groups
Q redhat

& App Services

7’ Function Apps

D Windows Server  Red Hat Enterprise  Ubuntu Server SQLServer 2017 Virtual machine Container Service
Linux Enterprise scale set

§ SOl databases Microsoft RedHat Canonical Micresoft Microsoft Microsoft

¥ Azure Cosmos DB

Virtual Machine Images
B virtual machines

& Load balancers O t O t
yes ues @
8 storeansecows . COMMVAULT

Virtual networks
Unified RemoteScan Pivotal Cloud Aqua Container Commvault Trial BPM - Document

PY Communications  Enterprise Foundry on Security Platform Management

Azure Active Directol
v Quest Software . QuestSoftware . Pivotal Software .2 AquaSecurity B Commwault B AuraPortal a

@ Monitor

@ dvisor

Operating Systems

Once you click on Ubuntu Server, you will see a list of available versions. In this example, we
selected Ubuntu 18.04 LTS (Long Term Support). We then have to create a instance name and a
way to authenticate to the instance.
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A\ Basics - Microsoft Azure

s://portal.azure.com/#create/Canonical.UbuntuServer1804LTS-ARM In d: 9 D

Create a resource

All services

Basics | WMeshCentral

Configure basic settings
VM disk type @
Dashboard SSD

All resources sl machis * Username
[ gefauit

Resource groups
* Authentication type

App Services Configur : S5H public key JEEEEMCEE]
* Password

* Confirm password

Function Apps.

SQL databa:

5 .
f Azure Cosmos DB |

Subscription
Virtual hines.
irtual machine: Visual Studio Enterprise

Load balancers * Resource group @

Use existing

Storage aceounts Wesh

Virtual networks * Location

East US
Azure Active Directory
Monitor

advisor [ o |

Security Center

Next is the type of instance to launch. Any i nst ance wi | | do including t
smallest possible instance. Of course, as you manage more computers, using an instance that is
a bit more powerful is a good idea.

4\ Choose a size - Microsoft Azure X

c o

Create a resource

All services Search

Compute type Disk type

v Show all compute types v || 55D only - 1 C—) | 128
RECOMME.. ~ SKU Tvee COMPUTE...  vCPuS G RAM DATA DISKS MAX 10PS LOCAL 55D PREMIUM ...~ ADDITION.. = USD/MON..
B Dashboard
A
) .
All resources Available
Bls Standard General purpos: 1 1 2 300 4GB
W) Resource groups [N I
> Bims Standard General purpos: 1 2 2 1600 468 S50 $15.40
& App services
B2s Standard General purpos: 2 4 4 3200 868 S50 3125
¥ Function Apps
> B2ms Standard General purpos: 2 8 4 4200 1668 SO 562,50
= sol databases
Bams Standard General purpos: 4 16 8 7200 3268 SO 512425
& Azure Cosmos DB Bems Standard General purpos: 8 32 1% 10800 6468 S50 524924
B Virtual machines * D2s.v3 Standard General purpos: 2 8 4 4000 16GB 55D 42
4 Load balancers * DdsvE Standard General purpos: 4 16 g 2000 3268 55D 14285
W DEs i Standard General purpos: & 2 16 16000 54GE S50 328570
) D16s.v3 Standard General purpos: 16 64 2 32000 128 GB ssD s57139
Virtual networks v
Y Prices presented are estimates in your local currency that include only Azure infrastructure costs and any discounts for the subscription and location. The prices don't include any applicable software costs.
ure Active Directory Recommended sizes are determined by the publisher of the selected image based on hardware and software requirements.
& Monitor
@ ror | sceat |
W security Center
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After selecting the instance type, you can configure storage. 30 gigabytes is plenty. Then the

Net wor k Security Group. This where itdés i
Type Protocol Port Range Description

SSH TCP 22 SSH

HTTP TCP 80 HTTP

HTTPS TCP 443 HTTPS

Custom TCP Rule TCP 4433 Intel AMT CIRA
Custom TCP Rule TCP 8080 Swarm Server*

Optionally if you wish to use the instance with Intel AMT, open port 4433. In addition port 8080

must be open if you are migrating from MeshCentrall (not typical).

Lastly we launch the instance, it will take a few minutes to setup.

-} create a resource

All services

*  FAVORITES

#=l Dashboard

W) Resource groups
& App services

% Function Apps

R saL databases
& rzure Cosmos DB

B virtual machines

“> Virtual networks

@ rzure Active Directory

@ wonitor

& Advisor

® _security Center

ual machines
:

=+ Add

Subscriptions: Visual Studio Enterprise

1 items.

NAME

Edit columns Q) Refresh

psi//portal azure.com/#blade/HubsExtension,

All resource grou

/Resources/resourceType/Mic

ps v | | Alpes

TYRE STATUS RESOURCE GROUF

v | [ Nogrouping v

MAINTENANCE... ~ SUBSCRIFTION

i MeshCentral

Visual Studio Enterprise ***

You can then find the public IP address and use a SSH client like PUTTY on Windows to connect
to the instance and start getting MeshCentral setup. From this point on, just use the Ubuntu
section above to complete the installation.

6. Google Cloud

In this section, we will look installing MeshCentral on Google Cloud. You can sign up easily at
https://cloud.google.com/ and you can run a small instance for less than 5% a month.
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https://cloud.google.com/

£Y Google Cloud

Once you have create an account, you can go to the main console and on the left side, go to
ACompute Engined and create a new VM instance.

the smallest instance possible which is a single shared CPU and only 0.6 gigs of RAM.

{a} ComputeEngine - MeshCentr- X [EE

b | | Q Search

@ @ https;//console.cloud.google.com/compute/ins

Compute Engine & Create an instance

B  VMinstances Name
meshceniral
o Instance groups
Region Zone
Instance templates

g = us-eastl (South Carolina) hd us-eastl-b - $4.28 per month estimated
[£] Sole t it nod Effective hourly rate $0.006 (730 hours per month)

ole tenant nodes Machine type

Customize 10 select cores, memory and GPUs.
a
Disks
Details
@ micro (1 shared.. = 0.6 GB memory Customize
=] Snapshots

Upgrade your account to create instances with up to 96 cores
] Images
B/ TPUS Container
Deploy a container image to this VM instance. Learn more

B  Ccommitted use discounts

- Boot disk
S Metadata

New 10 GB standard persistent disk
Image
Ubuntu 18.04 LTS Minimal Change

Health checks

Zones

We select the proper settings and select

Google Cloud Platform s Meshcentral + Q n® 0 0 2 : N

Your first 744 hours of f1-micro instance usage are free thi

AfiUbuntu

system. This is convenient as we already covered how to install MeshCentral on this operating

system.
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{8 Compute Engine - MeshCentr- X

‘ @ & https/console.cloud google.com/compute/inst

e ﬁ‘ ‘ Q Search

Google Cloud Platform
Compute Engine

VM instances
Instance groups
Instance templates
Sole tenant nodes
Disks

Snapshots

Images

TPUs

Committed use discounts
Metadata

Health checks
Zones

Operations

Quotas

Security scans

Bettings

2* MeshCentral

& VM instance details

Details Monitoring

& meshcentral

Remote access

SSHB Connect to serial console | ~

Enable connecting to serial ports
Logs
Stackdriver Logging

Serial port 1 (console)
¥ More

Machine type
f1-micro (1 vCPU, 0.6 GB memory)

CPU platform
Intel Haswell

Zone
us-eastl-b

Labels
Naone

Creation time
Jul 22,2018, 7:20:45 PM

Network interfaces

Name  Network  Subnetwork

nicl default default

Public DNS PTR Record
None

Firewalls
™ Allow HTTP traffic
™ Allow HTTPS traffic

/" EDIT

Primary internal IP

) RESET

Alias IP ranges

B) cLoNE W sTOP

External IP Network Tier

35.227.45.84
(ephemeral)

Premium

W DELETE

1P forwarding  Network detz

off View detail

Make sure to allow HTTP and HTTPS traffic. Setup like this, we will not be able to manage Intel
AMT unless we also open TCP port 4433. Once done with all these options, we can launch the
VM instance.

The new instance will take a few minutes to start up. An interesting feature of Google Cloud is
that you can access the VM instance shell directly from the web browser. No need for a separate
SSH client. This is exactly what we need and we opt to go ahead and option the web console.
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